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Automated control algorithms for silicon
photonic polarization receiver
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Abstract: We demonstrate greedy linear descent-based, basic gradient descent-based, two-point
step size gradient descent-based, and two-stage optimization method-based automated control
algorithms and examine their performance for use with a silicon photonic polarization receiver.
With an active feedback loop control process, time-varying arbitrary polarization states from an
optical fiber can be automatically adapted and stabilized to the transverse-electric (TE) mode of a
single-mode silicon waveguide. Using the proposed control algorithms, we successfully realize
automated adaptations for a 10 Gb/s on-off keying signal in the polarization receiver. Based
on the large-signal measurement results, the control algorithms are examined and compared
with regard to the iteration number and the output response. In addition, we implemented a
long-duration experiment to track, adapt, and stabilize arbitrary input polarization states using
the two-point step size gradient descent-based and two-stage optimization method-based control
algorithms. The experimental results show that these control algorithms enable the polarization
receiver to achieve real-time and continuous polarization management.

© 2020 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Silicon photonics has enabled key photonic integrated circuits (PIC) to be realized using
CMOS-compatible fabrication. Such silicon PICs offer promising solutions for low-cost, mass-
produced, large-scale, integrated-optical interconnects in data centers. Nevertheless, PICs on
a silicon-on-insulator (SOI) platform are highly polarization dependent due to the large modal
birefringence of SOI waveguides. Particularly, for typical single-polarization, silicon photonic
receiver applications, such as wavelength division multiplexing (WDM) receivers, coherent
receivers, and multi-channel optical switches, their performance can be detrimentally affected by
the polarization mismatch between output of a standard (non-polarization maintaining) optical
fiber and the modes of a silicon waveguide. Using polarization maintaining fibres can mitigate
the effect, but is an expensive solution to employ in commercial optical systems. In comparison,
a cost-effective solution is to use a polarization-transparent PIC, that can be implemented via
various techniques.

Polarization diversity [1,2] is a typical approach that simply splits the input light into two
branches using a passive photonic integrated device (e.g., a polarization beam splitter (PBS),
a polarization splitting grating coupler (PSGC), or a polarization splitter-rotator (PSR)), and
implements two identical PICs separately. This method has been recently used and demonstrated
in WDM receiver [3–10], coherent receiver [11–14], and optical switch [15] applications. Some
photonic integrated devices, such as wavelength add-drop filters [9,10], can be used in a waveguide
loop design that is formed between two output ports of a PSR (PBS or PSGC), so that one can
re-use the devices. However, many PICs still need to have two identical copies, which is not
efficient as regards the required on-chip real estate.

An alternative approach is to develop an active polarization controller [2,16–20]. A PSGC or
a PSR is still needed to manage the input polarization states and transmit them into two separate
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silicon waveguides. Then, instead of duplicating the PIC, a tunable Mach-Zehnder interferometer
(MZI) is connected to the two outputs of the first device (i.e., the PSGC or PSR). The phase
shifters in the MZI are used to adjust the phase of the incoming light, such that a desired single
polarization can be obtained at one output waveguide of the MZI, and finally pass into the main
PIC. Compared to the polarization diversity scheme, this method does not need two copies of the
PIC, and, thus, it will reduce the chip area, saving significant footprint and cost, especially for
complex PIC designs that require many electrical signals [21–23]. A robust control algorithm
is a necessary part of active polarization management. Investigations into the performance of
the control algorithms, such as automation, iteration cost of the optimization, and optimization
accuracy, are important if one wants to use this approach in real-world optical interconnects.
However, although several studies have recently demonstrated active polarization management
[17–19], not much effort has been spent on comparing the performance of control algorithms for
use in on-chip polarization controllers.
In this paper, we experimentally demonstrate greedy linear descent-based, basic gradient

descent-based, two-point step size gradient descent-based, and two-stage optimization method-
based control algorithm to automatically adapt an arbitrary input polarization state into the TE
mode of, and to continuously stabilize the polarization state in, a single-mode, SOI waveguide of
an active polarization receiver (PR). Large-signal measurement results are presented to examine
the performance of each studied control algorithm. In addition, by continuously changing the
input polarization state, we also implement an experiment to evaluate the stabilization capabilities
of the control algorithms used in the PR over a longer duration of time.

2. Design and control algorithms

2.1. PR design and operating principle

A schematic of our polarization receiver is shown in Fig. 1(a). An adiabatic PSR [24] and
an MZI form the proposed system. The MZI consists of two thermal phase shifters and two
3-dB adiabatic couplers (ACs) [25] (in fact, all of the components of the PR are adiabatic).
Nano-tapered edge couplers are used as the optical I/O ports of the system. The input light, in
an arbitrary polarization state, is coupled into the TE and TM modes of the edge coupler and
propagates into the PSR. The PSR passively evolves these two modes into the fundamental TE
modes of its two output waveguides and then passes them into the balanced MZI. Acting on the
outputs of the PSR, the two thermal phase shifters, H1 and H2, control the outputs of the MZI,
so that the optical power at the output port is optimized by minimizing the optical power at the
feedback port. In this way, an arbitrary input polarization state can be adapted to the fundamental
TE mode of the output waveguide. An optical micrograph of a fully fabricated PR is shown in
Fig. 1(b).

Fig. 1. (a) Schematic of our polarization receiver with an arbitrary polarization input. (b)
Optical micrograph of a fabricated polarization receiver.

To confirm our PR’s ability to adapt any arbitrary input polarization state to the output TE
mode, we experimentally verified the simulations in [18] by tuning the thermal phase shifters, H1
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and H2, as shown in Fig. 2. Four input polarization states, resulting in four different TE/TM
ratios at the input of the edge coupler, were injected into the PIC. The power distribution of the
measured outputs closely matched the simulation results reported in [18]. The distorted regions,
such as the "wavy" lower optical power region shown in Fig. 2(a), were mainly attributed to the
optical crosstalk in the PSR. The thermal crosstalk in the thermal phase shifters may also cause a
shift of the diagrams. In all four cases, maximum power at the output port can be obtained with
appropriate control of for H1 and H2, which means that a minimum power was recorded at the
feedback port to maximize the output power of the PR. This ability provides a prerequisite to
develop an automated control algorithm that can minimize the power at the feedback port. We
investigated two types of control algorithm based on two different mathematical optimization
methods, which treated the system model of the PR, in one type, as an implicit function, i.e., a
"black box," and, in the other type, as a known analytic function.

Fig. 2. Measured optical power at the output port with various tuning powers applied to the
thermal phase shifters, H1 and H2, for four input polarization ratios: (a) 100% TE mode
input, (b) 100% TM mode input, (c) 50% TE and 50% TM mode input, and (d) 75% TE and
25% TM mode input.

2.2. Automated control algorithms

The first type of control algorithm, that treats the entire system as a black box, is generally
based on direct minimum search methods. We studied three minimization methods to track
the minimum power at the feedback port of the proposed PR: the greedy linear descent (GLD)
method, the basic gradient descent (GD) method, and the two-point step size gradient descent
(Barzilai and Borwein gradient descent method, B-B GD) method [26]. These methods are
illustrated in the flow diagrams shown in Fig. 3. For the GLD method shown in Fig. 3(a), the
variables x1,i, x2,i, and y correspond to currents injected into H1and H2 and the measured optical
power at the feedback port of the PR, respectively. ∆p represents the phase tuning step size, that
corresponds to the current step being injected into the thermal phase shifters. A closed control
loop is used to keep tracking and minimizing the feedback power. The GLD method provides
an easy to implement minimum search algorithm for the PR. However, the GLD method’s use
of a fixed current step size may result in a long convergence time for a small step size, or a
failure to converge for a large step size. Therefore, to reduce the iteration number and improve
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the robustness of the control algorithm, we used the basic GD method. As shown in Fig. 3(b),
instead of a uniform number, the step size of the variable vector xi (xi = [x1,i , x2,i]) is related to a
term ± α · gi, where the gradient gi was re-calculated in each iteration, and the scalar factor α is
set to a small real number. Also, a threshold number σ is given to end the control loop when the
norm of gi decreases to the convergence level. Consequently, given a large initial step size, the
basic GD method will be able to locate the minimum feedback power within fewer iterations as
compared to the GLD method. However, the constant scalar factor α is still a limitation as regards
decreasing the convergence time of the algorithm. Therefore, we employed a known, improved
GD method, the B-B GD method [26], in which a new α, αi, is calculated for each iteration using
a two-point approximation to the secant equation underlying quasi-Newton methods. Now, the
scalar factor αi is calculated by

αi = ∆xi · ∆gTi /‖∆gi‖2 (1)

where ∆xi = xi − xi−1, ∆gi = gi − gi−1, and, therefore, the step size, ± αi · gi, would depend on
the adjacent points. It has been mathematically proven [26] that the B-B GD method requires
less computational effort and is less sensitive to ill-conditioning than the basic GD method, and,
thus, the B-B GD-based control algorithm will outperform the basic one. The experimental
demonstration on the PR will be presented in Section 3.

Fig. 3. Flow diagrams illustrating (a) the GLD-based, and (b) the basic GD- and B-B
GD-based minimization method for the control algorithms.

The second type of control algorithm is a single-iteration, two-stage method based on
mathematical optimization functions. As shown in Fig. 4(a), a four-step workflow - initializing,
sampling, training, and minimizing ("ISTM") forms the first stage of the control process. As we
mentioned previously, a known, systematic, analytic function, f (x, h1, h2), is needed and given by

f (x, h1, h2) = E1(x, h1, h2) , (2)

Eout(x, h1, h2) =

E1(x, h1, h2)

E2(x, h1, h2)

 = M(x) · Ein(h1, h2) (3)

where the 2 × 2 matrix, M, and the 2 × 1 matrix, Ein, correspond to the theoretical model
and the inputs of the MZI, i.e., the outputs of the PSR, respectively. Using the transfer matrix
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method [27], the 2 × 1 output matrix of the MZI, Eout, is derived using Eq. 3. The vector x still
corresponds to the currents injected into H1 and H2, and there are two "hidden" parameters,
h1 and h2, which are related to the power percentage in one input of the MZI and the phase
difference between the two inputs of the MZI, respectively. Except for h1 and h2, all of the other
parameters in f (x, h1, h2) were obtained using the design parameters and the simulation results
for the PR (e.g., S-parameter matrices for the ACs). In addition, it should be mentioned that an
experimental curve fitting correlation between the phase shift and the current injections was also
made (see Appendix), which relates the phase change in the analytic function to the injected
currents into H1 and H2.

Fig. 4. Flow diagram illustrating the minimization process for the single-iteration, two-stage
control algorithm: (a) an "ISTM" method for Stage 1 and (b) a dynamic minimum tracking
method for Stage 2.

Hence, in order to automatically locate a minimum power at the feedback port of the PR, the
control algorithm was started by following the "ISTM" steps in Stage 1 (in Fig. 4(a)). To begin
with, two initial numbers for h1 and h2 were given to the analytic function f (x, h1, h2). Next,
a group of sample points (xi, yi), where yi is the sampled optical power at the feedback port,
were chosen and measured as a preparation for the following optimization process. Then, for the
training step, we defined and minimized the amplitude of the "residual" function ‖yi− f (x, h1, h2)‖,
such that h1 and h2 could be trained simultaneously and finally optimized. Here, a non-linear
least-squares solver [28] was employed to realize a rapid optimization process. Lastly, with the
optimized h1 and h2, one of the minimum points for f (x, h1, h2) could be quickly located using the
Newton-Conjugate-Gradient (Newton-CG) method [29], which told us the currents that should
be injected into H1 and H2 in order to obtain the minimum optical power at the feedback port.
However, as the input polarization state may vary continuously, h1 and h2 can drift overtime.

Thus, in Stage 2, a dynamic tracking method is needed to keep updating the function parameters
(h1 and h2) without repeating the sampling step. As shown in Fig. 4(b), firstly, output differences,
∆f , were measured by adding a perturbation ε to the variable vector x. Then, the instantaneous
h′1 and h′2 were determined by the following differential equation:

∆f =
∂f (x, h′1, h

′
2)

∂x · ε (4)
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where ∂f (x,h′1,h′2)
∂x is the partial derivative of the analytic function. Using the Newton-Raphson

method [30], we could solve the equations numerically to obtain h′1 and h′2 . Finally, with the
updated parameters, we adjusted the currents injected into H1 and H2 to maintain the minimum
power at feedback port. Here, it should be noted that, if some abrupt change occurs (e.g., a
discontinuous change of the polarization state or a major optical power fluctuation) during
the tracking process, i.e., the measured optical power at the feedback port (y in Fig. 4(b)) is
significantly larger than the minimum optical power at feedback port (fmin(x, h′1, h

′
2) in Fig. 4(b)),

Stage 1 needs to be re-executed to update the analytic function. A threshold γ needs to be given
to determine whether re-executing Stage 1, as shown in Fig. 4(b).
Benefiting from the use of the analytic function, the two-stage control algorithm has several

advantages as compared with the first type of control algorithms i.e., the GLD, basic GD, and B-B
GD method. In Stage 1, the more sampling points we have, the higher measurement tolerance the
system model will have. This provides us with more flexibility to efficiently adjust the accuracy
based on the measurement tolerances such as optical alignment errors, fluctuations of the output
power, and noise level of the optical feedback power. In Stage 2, the output response of the PR
can be stabilized by introducing only a small perturbation. However, any of the first type control
algorithms can be used in Stage 2. In addition, it should be noted that some experimental factors,
such as thermal drift and power fluctuations, may effect the tracking results.

3. Experiments and results

The test structures were fabricated using 193 nm optical lithography at the Institute of Micro-
electronics (IME), Singapore. As shown in Fig. 6, a high-speed experimental setup was built to
test the performance of the fabricated PRs using the control algorithms. A non-return-to-zero
(NRZ) 231 − 1 pseudorandom binary sequence (PRBS) data stream, provided by a pulse pattern
generator (PPG), was applied to a LiNbO3 Mach-Zehnder modulator (MZM) to generate 10 Gbps
modulated optical signals. An off-chip polarization controller (PC) was then used to generate
the arbitrary polarization states injected into the PR, and, in order to monitor these polarization
states in the optical fiber, we used a 10/90 polarization-maintaining fiber-optic tap to couple
10 percent of the transmitted light into a polarization extinction ratio meter (PEM). Here, it
should be noted that, although we used polarization-maintaining (PM) fiber throughout our
measurement setup, other than the fiber in the PC, the polarization states that we obtained from
the PEM are, in general, different from the polarization states injected into the chip. However,
the two orthogonal s and p polarizations will be maintained by the PM fiber and only the phase
difference between them will change. Therefore, when only one of these two polarization states
(s and p) is measured by the PEM, we know that it is the polarization state injected into our chip;
the orthogonal states shown in Fig. 5(c) represent the s and p polarization states with ∼15 dB
polarization extinction ratios. The other polarization states recorded in Fig. 5(c) provide evidence
that a range of arbitrary polarization states were injected into our PR. For the on-chip control
process, a current source meter and an external photodetector (PD) were employed to tune the
thermal phase shifters and read the optical power at the feedback port of the PR. The output light
was detected by a high-speed photoreceiver (Rx), and an erbium-doped fiber amplifier (EDFA)
and a variable optical attenuator (VOA) were placed ahead of the Rx to set a desirable optical
power level. The detected RF output was finally sent to an oscilloscope for the eye diagram
measurement and an error detector (ED) for the bit-error ratio (BER) measurement.
Figure 6 shows the measured BERs and optical powers for each of the control algorithms

applied to the DUT. An arbitrary polarization state that would result in a high optical power at the
feedback port, i.e., a low optical power and high BER measured at the output port, was launched
into the PR. This initial input case can be considered as an abrupt change of the polarization
state in an optical fiber. Then, we implemented the control algorithms. As shown in Fig. 6,
by implementing the B-B GD-based, basic GD-based, GLD-based, or ISTM-based control



Research Article Vol. 28, No. 2 / 20 January 2020 / Optics Express 1891

Fig. 5. Schematic of the experimental setup for eye diagram and BER measurements.

algorithm, the optical power at the feedback port was minimized to obtain at least a ∼30 dB
power extinction ratio relative to the power at the output port, and correspondingly low BERs
(10−9∼10−10) at the output port. Here, we should also note that fluctuations of the optimized
BER data were mainly due to a short averaging time (1s) of the ED and minor changes in the
optical coupling. More importantly, based on the BERs in Fig. 6(a), we can also see a significant
difference in the number of iterations that were needed to accomplish the optimization process:
19 iterations for the GLD method, 6 iterations for the basic GD method, 3 iterations for the B-B
GD method, and 1 iteration for the ISTM method. These measurement results indicate that, for

Fig. 6. Measurement results for four control algorithms: (a) BERs versus iteration and (b)
normalized optical power at the output power and feedback ports of the PR versus iteration.
Inset Fig.: Zoom-in of the measured optical power at the output port.
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an arbitrary input polarization state, all of the automated control algorithms accomplish a similar
level of optimized accuracy, i.e., they can adapt the input into a desired, optimized TE output
mode, while the B-B GD-based and the ISTM-based control algorithms take fewer iterations to
obtain the optimized output.
In addition, due to the polarization-dependent loss (PDL), mainly coming from the edge

couplers and PSR, the optimized optical output power would vary with different input polarization
state, even for constant input powers. Thus, we also measured BERs and eye diagrams versus
the input power for four polarization states (Pol. state 1 - 4 in Fig. 7). As shown in Fig. 7(a), by
changing the polarization angle of the polarization state in the fiber, i.e., rotating a slow-axis
polarization state ("TE-like" polarized mode) to a fast-axis polarization state ("TM-like" polarized
mode) coupled into our input waveguide, larger BERs were obtained. This increase in BER was
due to higher losses for the TM-like mode. On the other hand, based on the curve-fittings (Pol.
state 1 and 4), we could also estimate ∼1.5 dB PDL in our test PR. The PDL impact is reflected
by the amplitude decrease of the eyes when changing from TE- to TM-like polarized modes.
This was also observed for various input power levels, see Fig. 7(b).

Fig. 7. (a) BER versus optical input power (markers for measured BERs and solid lines for
the polynomial fittings) and (b) some measured eye diagrams with four different polarization
states in the optical fiber. The polarization angles of the polarization state 1 - 4: 3.0 degree,
13.5 degree, 22.8 degree, and 84.6 degree.

Furthermore, we implemented a tracking and stabilization test by continuously changing the
input polarization states using the external PC. As shown in Fig. 8, the test PR optimized and
stabilized the arbitrary input polarization states using both the B-B GD-based and two-stage
control algorithm. In Fig. 8(c), the polarization angles and extinction ratios, monitored by the
PEM, provided the angle of the major axes and ellipticities of the polarizations measured. As we
mentioned previously, for the s and p polarizations on their own, it can also indicates the power
launched into either the TE-like mode or the TM-like mode of the on-chip waveguide. The BER
and the optical power at the feedback port are presented in Figs. 8(a) and 8(b). As a reference,
the output responses without any control algorithm were also measured.
We can see that the feedback power was constantly minimized and stabilized by using both

the B-B GD-based and two-stage control algorithm, and, thus, the BER stayed at a lower level
as compared to the response without any control. However, it should be noted that, due to the
PDL impact mentioned previously, the optimized BER for both methods exhibited a higher level
(10−6∼10−8) when the light injected into our PR was primarily in the TM-like modes. We can
reduce this PDL impact by compensating the optical input power.
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Fig. 8. Measurement results of tracking and stabilization of continuous changed input
polarization states: (a) BERs versus tracking time, a reference BER level (dash line), and
optical power penalty to achieve a BER of 10−10; (b) Normalized optical power at feedback
port of the PR versus tracking time; (c) Polarization angles and extinction ratios of the
transmitted light in the optical fiber versus tracking time, and electric field distributions of
slow-axis and fast-axis polarization state.

While the paper is focused on our automated control algorithms, it is worth discussing the
active polarization receiver that we used. First, the electric powers that need to be applied to the
phase shifters of the MZI depend on the input polarization state. Given that the input polarization
state is also wavelength dependent, this leads to the electric power that needs to be applied to the
phase shifters also being wavelength-dependent. Also, adapting a particular polarization state to
the TE-like output mode requires cancelling the group delay difference between the outputs of
the PSR. It has been suggested that implementing a variable optical delay line after one of the
outputs of PSR can be used to compensate for such group delay difference [16,22]. Second, the
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polarization receiver used here is not an endless polarization tracking design [21,22]. Additional
MZIs are required to implement such endless tracking. Nevertheless, the automated control
algorithms demonstrated in the paper can easily be adapted to be used with any polarization
receiver design.

4. Conclusion

In summary, we have experimentally demonstrated greedy linear descent-based, basic gradient
descent-based, two-point step size gradient descent-based, and two-stage optimization method-
based automated control algorithms for use with an active polarization receiver. High-speed,
large-signal measurements, for all of the control algorithms, show similar output responses after
the automated control, while different iterations are needed for the various control process to
converge. The PDL impact on the large-signal outputs has also been verified and discussed.
Furthermore, using the two-point step size gradient descent-based and the two-stage optimization
method-based control algorithm, we have presented long-duration, large-signal measurements.
The results indicate that these two control algorithms can enable the polarization receiver to
continuously adapt and stabilize the arbitrary polarization states, which change from a standard
optical fiber, into the TE-like mode of our output waveguide. The demonstrated automated control
algorithms can also be used for WDM-polarization applications. An expanded polarization
receiver, which combines wavelength de-multiplexers to separate the input signal into individual
transmitted wavelength-channels, each with its own polarization receiver, would be required.

Appendix: Phase shift - current relation derivation

For the phase shifters, a phase shift ∆ϕ is normally realized by introducing an effective index
change ∆neff in the waveguide and is given by

∆ϕ =
2πL
λ0

∆neff (5)

where L is the length of the waveguide, λ0 is the operating wavelength. As we use thermal phase
shifters, ∆neff can be correlated to the temperature variation ∆T in the waveguide by

∆neff =
dneff
dT

∆T (6)

where
dneff
dT

depends on the waveguide material. Also, to determine the energy ∆Q consumed by
the thermal phase shifters that corresponds temperature change ∆T in the waveguide, we use the
heat transfer formula,

∆Q = mch∆T (7)

where m is the mass and ch is the specific heat of the material. Overall, based on Eqs. 6 and 7,
we can derive the injected energy per unit time, i.e., the electric power P, as follows:

P = ∆Q = mch∆T = mch
∆neff
dneff
dT

=
mchλ

dneff
dT

2πL
∆ϕ (8)

Therefore, a linear relation between the phase shift and the applied electric power is obtained.
Then, to determine ∆ϕ as a function of injected current, we need to measure one of the output
spectra of a 2×2 MZI with a TE input mode, and implement a curve-fit to the measured spectrum
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using following equation:
Pout = 0.5 · (1 + cos(∆ϕ)) (9)

where Pout is the optical output power of the MZI. Since we know the relation in Eq. 8, the phase
shift ∆ϕ can be replaced by

∆ϕ = αP + β = α(I2R) + β (10)

where R is the resistance of thermal phase shifter, I is the injected current, and α and β are
determined by the curve-fit. Finally, the relation between the phase shift ∆ϕ and the injected
current I is achieved.
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